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Abstract

■ There is an abundance of computational models in cognitive
neuroscience. A framework for what is desirable in a model,
what justifies the introduction of a new one, or what makes
one better than another is lacking, however. In this article,
we examine key qualities (“virtues”) that are desirable in com-
putational models, and how these are interrelated. To keep the
scope of the article manageable, we focus on the field of cog-
nitive control, where we identified six “model virtues”: empiri-
cal accuracy, empirical scope, functional analysis, causal detail,
biological plausibility, and psychological plausibility. We first

illustrate their use in published work on Stroop modeling and
then discuss what expert modelers in the field of cognitive con-
trol said about them in a series of qualitative interviews. We
found that virtues are interrelated and that their value depends
on the modeler’s goals, in ways that are not typically acknowl-
edged in the literature. We recommend that researchers make
the reasons for their modeling choices more explicit in pub-
lished work. Our work is meant as a first step. Although our
focus here is on cognitive control, we hope that our findings
will spark discussion of virtues in other fields as well. ■

INTRODUCTION

The range of computational models used in cognitive neu-
roscience is very wide. Model families include sequential
sampling models, connectionist or neural network
models, reinforcement learning models, predictive pro-
cessing or Bayesian models, and dynamical systems
models. Within each there is a great variety of model types
implementing the principles of the model family. For
instance, the family of sequential sampling models
includes linear ballistic accumulator models, drift diffusion
models, and lognormal race models. In turn, each of these
has different implementations depending on the parame-
ters used and the theoretical load attached to them.
For older models, the plurality can partly be understood

in terms of Marr’s three levels of analysis (“computational
theory,” “representation and algorithm,” and “hardware
implementation”; Marr, 1982). In the first 3 decades after
the publication of Marr’s landmark book, many models
explicitly situated themselves at one of the three levels.
They explored styles of modeling that were best suited
for one particular level of analysis, without bothering
much about modeling requirements at other levels
(Peebles & Cooper, 2015; Poggio, 2010). As computa-
tional neuroscience matured, references to Marr’s levels
have become very scarce. Newer models typically do not
situate themselves at one of Marr’s levels, but rather try
to straddle all three of them (Collins & Shenhav, 2022;
Niv & Langdon, 2016).
Although modeling choices today are no longer directly

motivated by Marr’s levels of analysis, the plurality remains
(Blohm, Kording, & Schrater, 2020). This can to some

extent be understood in terms of the different vested
interests of researchers and their teams, based on previ-
ous training, acquired expertise, different local research
traditions, and so on. Such reasons are only contingent,
however, in the sense that they do not apply across differ-
ent research traditions. Moreover, the choice for specific
“modeling flavors” remains mostly implicit in the litera-
ture. This creates a situation in which research traditions
seem to be locked into their own preference bubbles.

For preferring one type of model over another, one
would ideally expect researchers to have reasons that
can bemeaningfully communicated and systematically dis-
cussed across traditions. Such considerations are mostly
lacking in the literature, however. When reasons are given
at all, these tend to offer ad hoc support for favoring one
particular new model over an earlier one, rather than
offering a systematic reflection on what computational
models are expected to do across the board—which qual-
ities they are expected to possess, which purposes they
are expected to serve.

We aim to explicate reasons for choosing or designing
models, and explore how these reasons interrelate. We
seek to identify and discuss some of the main “modeling
virtues,” as we will call them: key qualities of computa-
tional models that are particularly valued. We seek to spec-
ify these in a more or less uniform manner, and to make it
possible to systematically reflect on how they relate to
each other. We thus hope to promote and facilitate discus-
sion between different modeling traditions. To keep the
scope of the article manageable, we chose to focus on
the field of cognitive control. Our work is meant as a first
step, which we hope will spark discussion of virtues in
other fields as well.Leiden University
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In the Model Virtues section, we present six virtues that
stand out when reflecting on the literature and on a series
of qualitative interviews with expert modelers in the field
of cognitive control, who were invited to comment on
the role of virtues in their work. An Example: Modeling
the Stroop Effect discusses examples of these virtues in
empirical literature. We then present the results of the
qualitative interviews. Although there is convergence of
opinion between some of the respondents, there is also
disagreement, which means that there is room for discus-
sion about the role played by modeling virtues once they
have been made explicit and systematized.

MODEL VIRTUES

In philosophy of science, there has been much discussion
about theory choice: Why prefer one theory above
another? Which qualities of a theory are valued in particu-
lar? In the literature, these qualities have come to be
referred to as “theoretical virtues” (e.g., Keas, 2018;
Schindler, 2018). Analogously, the literature on “explana-
tory virtues” focuses onwhatmakes a particular explanation
preferable over competitors (e.g., Rosales & Morton, 2021;
Mackonis, 2013; Ylikoski & Kuorikoski, 2010).

There is no similar discussion with regard to models.
This is a pertinent matter, because models arguably have
taken the place of theory in cognitive science (Miletić,
Boag, & Forstmann, 2020; Sun, 2009; Newell, 1990), and
most explanation in this field is model based (Lawler &
Sullivan, 2021; Bokulich, 2017). Considering the central
role of models in cognitive neuroscience, the lack of dis-
cussion regarding model virtues is a regretful lacuna.

Taking our lead from the literature on theoretical and
explanatory virtues, we investigated whether similar con-
siderations are at play in computational modeling. In pub-
lished work, one finds only incidental hints at motivations
for working with a particular type of model. In a series of
qualitative interviews, we conducted with expert mod-
elers; however, we found that virtues do indeed play an
important role behind the scenes, much more than is
reflected in publishedwork. The interviews yielded no less
than 25 qualities that researchers consider when develop-
ing and evaluating computational models. Closer analysis
of the responses showed considerable overlap between
these qualities, however, with different researchers tend-
ing to use different terminology to capture what is essen-
tially the same relevant aspect or virtue of computational
models. We identified three relevant aspects and six corre-
sponding virtues, which we used for clustering the results
from the interviews (for details, see Appendix B).

The resulting framework is shown in Table 1. We will
use this framework to discuss the relations of mutual sup-
port and trade-off between the different virtues, and to
illustrate the importance of a more systematic discussion
of relations between virtues.

Empirical adequacy is the extent to which a model
matches the data. A model can “match the data” in at least

two different (and mutually independent) ways, which we
use here to define the virtues of empirical accuracy and
empirical range. Empirical accuracy is higher (compared
with another model) as the model’s predicted value is
closer to the observed value, or as the predicted confi-
dence interval centered around the observed value is
smaller. The virtue of empirical scope is satisfied to a
higher degree (compared with another model) as a wider
range of data sets or effects can be reproduced by a model
(to a certain degree of precision).
Explanatory power is a model’s ability to help us under-

stand the target phenomenon. This too can be achieved in
at least two different (and arguably independent) ways,
which we use here to define the virtues of functional anal-
ysis and causal detail. Functional analysis is the extent to
which a model analyzes the target system or process in
terms of its component computational resources, that is,
identifies the system’s functional architecture at an appro-
priate level of aggregation (Pylyshyn, 1984). A model can
give functional analysis while still containing what critics
will call “black boxes.” The virtue of causal detail targets
these black boxes and refers to the degree of detail with
which we understand how the components work and
interact.
Finally, interpretability is a model’s susceptibility to

meaningful interpretation. This too can be achieved in at
least two different (and possibly independent) ways, which
we use here to define the virtues of biological plausibility
and psychological plausibility. Biological plausibility is
satisfied to a higher degree as a model’s parameters are
more readily related to biological components (at a spec-
ified level of abstraction) that are taken to be responsible
for the target phenomenon. A model with biological plau-
sibility is an abstracted rendition of the target system from
a biological point of view. Notice that all models are bound
to gloss over numerous biological details, which means
that biological plausibility is always keyed to a specific level
of detail and brings with it a certain level of abstraction.
Psychological plausibility is satisfied to a higher degree

as the parameters of a model are more readily related to
functional components (at a specified level of abstraction)
that are taken to be responsible for the target phenome-
non. Analogous to biological plausibility, a model with

Table 1. Three Key Aspects of Computational Models in
Cognitive Neuroscience, and Six Corresponding Model Virtues

Aspects Virtues

Empirical adequacy Empirical accuracy

Empirical scope

Explanatory power Functional analysis

Causal detail

Interpretability Biological plausibility

Psychological plausibility
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psychological plausibility is an abstracted rendition of the
target system from a cognitive-functional point of view.
Notice that correlations between some of these virtues

are to be expected. For example, causal detail in cognitive
neuroscience is likely to be cashed out in biological
terms. Because biological plausibility is keyed to a certain
level of abstraction, however, it does not necessarily
enhance causal detail. Another example is functional anal-
ysis, which usually (but not necessarily) coincides with
psychological plausibility. If a computational model lays
out the functional components that make up the target
phenomenon, it will typically do so by identifying these
components in terms of concepts taken from cognitive
psychology, thereby enhancing the model’s cognitive
salience, that is, the model’s ability to cut cognitive pro-
cesses at their joints.
Before turning to the results from the interviews, in the

next section, we first illustrate how the key virtues defined
here can guide specific modeling choices. As our example,

we chose computational modeling of the Stroop effect, a
widely studied phenomenon for which many different
models have been proposed.

AN EXAMPLE: MODELING THE
STROOP EFFECT

In the Stroop task, participants are asked to name the
color of a given stimulus, whereas the stimulus itself is a
word that names a color (Stroop, 1935). The delay in RT
between naming the color of a stimulus that spells a differ-
ent name (incongruent trials) and naming the color of a
stimulus that spells the same name (congruent trials) is
called the “Stroop effect.” The Stroop task spawned count-
less studies of this and related effects, as well as explana-
tions in terms of many different types of models (Macleod,
1991), which makes it a great example to study virtues in
action. Please refer to Text Box 1 for more information on
the Stroop models discussed here.

Box 1: Computational models of the Stroop task.

The Stroop task is a well-known psychological test measuring the delay in RT between congruent and incongruent
color words (the Stroop effect). Stroop’s (1935) original article is one of the most cited articles in experimental psy-
chology, and there has been a wide range of models trying to explain its mechanism. This box briefly explains the
main classes of models.
Connectionist modelsmodel the mechanism as a network, with the activity flowing between nodes represent-

ing neural or cognitive content. An early example is Cohen, Dunbar, and McClelland (1990), who developed a con-
nectionist model in which an attentional mechanism (not specified) acts to modify the strengths of the pathways in
the model. There are three groups of input units, representing ink color, word identity, and task demand (color
naming or word reading). In the next layer, there are nodes in which task demandmodulates the activity fed forward
from the input layer, such that the pathway with the intended task is more easily activated. The result is fed to the
output layer, which has “red” and “green” as responses. Botvinick, Braver, Barch, Carter, and Cohen (2001) add a
single unit to a successor of this model: a conflict-monitoring unit to detect when processes are in conflict with each
other (word reading vs. color naming) and then allocates attention to prior goals (task demand). Conflict occurs
when two units that inhibit each other’s activity are simultaneously activated.
Reinforcement learning approachesmodel themechanismwith online learning resulting from the participant’s

actions. Shenhav, Botvinick, and Cohen (2013) add a unit that implements an optimization strategy—the expected
value of control. This is a function of (1) the payoff expected from a controlled process, (2) the amount of control that
must be invested to achieve that payoff, and (3) the cost in terms of cognitive effort. Lieder, Shenhav, Musslick, and
Griffiths (2018) expand on the previous models by positing a reinforcement learning algorithm that learns the value
of control, and adding Bayesian rules for determining the optimal weights in the model.
Sequential sampling models explain the effect through one or more accumulators moving toward a decision

threshold. Fennell and Ratcliff (2019) present amodel in which evidence for one option (e.g., red) is evidence against
the others (e.g., blue, green). The decision-making process, they argue, is prominently determined by drift rate (a
measure of the quality of evidence of the stimulus) and by the decision boundary (reflecting differences in response
styles that vary across individuals), which are both cognitively interpretable parameters in the model they propose.
Three further parameters account for the assumption that the cognitive system processes things slightly differently
every time: across-trial variability in drift rate, in decision boundaries, and in nondecision time. Finally, themodel has
a parameter for fluctuations in evidence accumulation within each trial.
Mathematical models do not attempt to explain the mechanism itself but describe the resulting RT distribution

in terms of different parameterizations. Heathcote, Popiel, and Mewhort (1991) critique the use of mean RT in anal-
yses, because it causes a loss of information about performance. Instead, the shape of RT distributions should be
taken into account. Hence, they propose an ex-Gaussian model that fits to the shape of the RT distribution using
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parameters for its mean, variance, and the parameter of the exponential component. As it is a mathematical model,
the authors do not associate the elements of the model to cognitive or neural processes.
Bayesian models of the Stroop effect incorporate measures of uncertainty and focus on cognitive control as

statistical inference. The Bayesian algorithms used behave similarly to reinforcement learning algorithms with vary-
ing learning rates. Although not attempting to explain the Stroop effect per se, instead of focusing on cognitive con-
trol, Jiang, Heller, and Egner (2014) propose such a hierarchical Bayesianmodel that generates estimates of volatility
and conflict, and then secondly updates these estimates givenwhat was observed. Themodel then gives a probability
distribution over the predicted conflict level variable. With this model, they want to account for the flexibility of
cognitive control: The belief about the volatility of the environment determines the effect that longer-term and
short-term events have on future predictions, with a more stable environment allowing longer-term events to have
a stronger effect.

Empirical Accuracy in Stroop Models

Empirical accuracy was defined in terms of a model’s fit to
a particular data set: Empirical accuracy increases as the
model predicts a value that is closer to the observed value,
or a smaller confidence interval centered around the
observed value. Lieder and colleagues (2018) exemplify
this when pitting their learned value of control model
against two alternatives, the former winning in terms of
the Bayesian Information Criterion (p. 16).

An appreciation of “mere” empirical accuracy can be
found in Heathcote and colleagues (1991). They propose
an ex-Gaussian model to address interference and facilita-
tion effects in Stroop RT distributions. They point out that
the merit of their model is that it provides a good descrip-
tion of the data, although it is not susceptible of a psycho-
logical interpretation (pp. 346–347).

Empirical Scope in Stroop Models

The virtue of empirical scope focuses not on a model’s fit
with one particular data set, but on a model’s ability to
reproduce multiple data sets and observed effects. This
virtue is commonly applied in the literature to support
the introduction of a new model. For example, Cohen
and colleagues (1990), Jiang and colleagues (2014), and
Chuderski and Smolen (2016) all mention a particular
effect, or a set of effects, that is not captured by previous
models, and propose a model that does reproduce these
empirical observations.

Functional Analysis and Psychological Plausibility
in Stroop Models

As mentioned earlier, the virtues of functional analysis and
psychological plausibility often go together in cognitive
modeling, where they appear as cognitive salience: a
model’s ability to dissect a cognitive process into psycho-
logically interpretable components. A good example of
this in Stroop modeling is Fennell and Ratcliff’s (2019)
sequential sampling model for multichoice decision-

making (RTCON2). The decision-making process, they
argue, is prominently determined by drift rate (a measure
of the quality of evidence of the stimulus) and by the deci-
sion boundary (reflecting differences in response styles
that vary across individuals), which are both parameters
in the model they propose. Thus, the new model not only
accounts for behavioral data (empirical accuracy) but also
has psychologically interpretable parameters that reflect
the functional components of decision-making processes
(p. 2100).

Causal Detail in Stroop Models

Authors frequently criticize models for containing a black
or gray box, which they subsequently set out to unpack in
a new model. For instance, Botvinick and colleagues
(2001) point out that previous models do not address
the question of how the cognitive system determines
when control is required, and they then provide an
account of this (p. 624). Another example is Shenhav
and colleagues (2013), who note that when it comes to
the functioning of the dorsal anterior cingulate cortex, a
wide range of findings is typically reduced to a single basic
computation. This hampers an integrated functional
understanding, and they provide a more detailed account
(p. 217).

Biological Plausibility in Stroop Models

A model is biologically plausible to the extent that the
model’s parameters are susceptible to interpretation in
terms of particular brain structures and their functions.
Examples in Stroop modeling are Botvinick and
colleagues (2001) and Shenhav and colleagues (2013),
who spend a good part of their articles establishing links
between their proposed models and literature on brain
structure and function. Similarly, Jiang and colleagues
(2014) criticize competing models for positing mecha-
nisms that are unlikely to be true of the brain (p. 40).
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Reflection: Virtues in Stroop Models

All of the six key virtues can be found in the literature. They
are typically mentioned to provide ad hoc support for
favoring one particularmodel over another. There is no sys-
tematic reflection onwhy one particular virtue of amodel is
taken into consideration rather than another, which virtues
computational models should have across the board, or
which trade-offs between virtues are to be expected.
One example of a trade-off between virtues is the fact

that biological and psychological plausibility, causal detail,
and functional analysis all impose restrictions on the com-
putational model used to fit the data. This is largely seen as
a benefit of these virtues: They constrain the space of pos-
sibilities. This also means, however, that empirical accu-
racy tends to be sacrificed. Conversely, a statistical model
that does not have these restrictions can fit the data to a
higher degree of accuracy, but this typically comes at the
cost of cognitive salience and biological plausibility. Note
that Niv (2021) argues that a clever behavioral paradigm
can offer greater constraints on computational models
than neural studies.
As another example, expanding empirical scope typi-

cally comes at the cost of empirical accuracy (Verguts,
2022, ch. 5). Similarly, expanding empirical scope tends
to decrease the model’s level of detail, which means that
functional analysis and/or causal detail may have to be
sacrificed to expand empirical scope (Lovett, 2002).
Conversely, authors focusing on causal detail typically

tend to explicitly limit the intended scope of their model.
Note that causal detail has a delicate relationship with
understanding: We may get better understanding of spe-
cific causal factors for a given cognitive phenomenon,
but we lose the bigger-picture understanding that more
abstracted or idealized models give us (Potochnik, 2015).
It is important to realize that a virtue is not valuable in

and of itself; its value depends on the particular research
questions that amodel is intended to address, as well as on
its relations to other virtues. In the next section, wewill see
that modelers give more thought to the value and interre-
lations of virtues than is reflected in the literature.

INTERVIEW RESULTS

Semistructured interviews were held with 15 acknowl-
edged experts in computational modeling of cognitive
control. Details about the methods of the interview can
be found in Appendix A. Here, we discuss those parts of
the interviews that focused on the six virtues introduced
above. A full overview of virtues that came out of the inter-
views is presented in Appendix B. It is interesting to note
that none of the interviewees linked their modeling
choices to any of Marr’s levels in particular and that several
explicitly said thatmodels should try to straddle all three of
Marr’s levels (respondents 2, 6, 7, 11, 12, 14).
We will see that researchers are aware that the value of

virtues is context dependent and that trade-offs between

them must be taken into consideration. We will also find
that researchers agree on some considerations while dis-
agreeing about others, which means that there is room for
discussion about the role played by modeling virtues once
they have been made explicit and systematized.

Empirical Accuracy in the Interviews

Most respondents said that empirical accuracy is impor-
tant as arbitrator between competing models (1, 2, 3, 9,
13). One respondent explicitly objected to this, however.
Considering that all models, by their very nature, are sim-
plifications and abstractions, it makes no sense to pit one
against the other: They are both wrong, and each of them
is leaving out things thatmight change the whole story (5).

Many respondents took a qualified stance on empirical
accuracy, indicating that accuracy should be balanced with
other virtues, and can even be outweighed by them. Some
argued that all models are simplifications and hence
should not be expected to match all the data; you want
them tomatch theoreticallymeaningful aspects of the data
(4, 5, 7, 12). In a similar vein, some respondents noted that
empirical accuracy sometimes can and should be sacri-
ficed for the sake of abstraction, understanding, and mak-
ing intuitive sense (6, 8, 15).

Two respondents observed that a good fit does not
make a good model (7, 12), and two others pointed out
that matching the data is not sufficient for explanation,
because it does not provide a mechanism (8) or guarantee
understanding (11). One respondent said that no model
will ever get it entirely right, so other virtues of the model
will have to be weighed against what the model cannot
explain (14). Another respondent said that we do not want
amodel that perfectly fits, because this would yieldmodels
as big as the system itself, which defies the purpose of
modeling (15). The problem of “overfitting” was men-
tioned by several respondents (2, 3, 7, 13).

Three respondents indicated that in some cases, they
were willing to accept models that did not fit any data at
all, for example, when the model only points up trends
in the data that indicate qualitative differences (8). Simi-
larly, a model can be highly biophysically realistic, to the
extent that there are no available data at that level of detail
(12), or a model can be a powerful proof-of-principle (14).

It became clear in the interviews that researchers are
much more open to considering trade-offs and other sys-
tematic relations between different virtues than is
reflected in the literature. There appear to be many rea-
sons not to maximize empirical accuracy.

Empirical Scope in the Interviews

Empirical scope as defined here was sometimes referred
to as “generalization” by the respondents: Does a model
generalize to other data sets, other tasks, or other types
of processes? One respondent pointed out that what is
important for a model is not just that it fits a given set of
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data but also that it can bring one data set into contact with
some new set of data or with another model (4). Most
respondents valued a model’s capacity to address not just
one phenomenon or data set, but others as well (1, 2, 3, 4,
5, 6, 7, 8, 9, 10, 11, 12, 13). This was said to be a core piece
of explanation (1) or the essence of science (5). Another
respondent observed that some of the biggest break-
throughs come from generalizing from one domain to
another (3). At the same time, a number of respondents
acknowledged that this kind of “big picture” work is not
common; most work is paradigm bound and focused on
specific task domains (1, 3, 6, 12).

Summarizing, respondents were almost unanimous
in valuing empirical scope, while at the same time
acknowledging that its role in practice is very limited.
Surprisingly, none of the respondents mentioned the
trade-off between empirical scope, functional analysis
and causal detail.

Functional Analysis and Psychological Plausibility
in the Interviews

The clustered virtues of functional analysis and psycholog-
ical plausibility were discussed under a variety of names,
including “psychological plausibility,” “cognitive salience,”
“functional understanding,” and “insight in the cognitive
phenomenon.”

Some respondents mentioned psychological plausibil-
ity as an important virtue (1, 3, 9, 13). Two of these (3
and 13) stated that a cognitive-level story by itself can yield
deep understanding, so that there is merit in models that
do not address the biological level at all. They hoped that
those levels would eventually come together, but address-
ing biology is not a requirement for every model, certainly
not in the early stages of its development.

Cognitive salience was frequently mentioned in respon-
dents’ discussions of the interpretability of a model’s
parameters. Five respondents said they want to be able
to interpret the model’s parameters (3, 6, 7, 9, and 14).
Two of those said they want to be able to map the features
of the model to the phenomenon (6 and 7), whereas
another said they value it when parameters have “intrinsic
meaning,” that is, when they relate to a cognitive process
(9). Two respondents said they want to understand “what
the model is doing,” that is, why is it giving a particular
result (3 and 6). Two others did not require this per se,
but still wanted the parameters to be psychologically
interpretable (7 and 9). The former two, then, would
accept a narrower range of models: Only those that have
psychologically interpretable parameters and allow one
to understand how the model works. They argued that
if you are unable to explain why the model can account
for the data, the model does not enhance your under-
standing of the process, and therefore lacks value.

In a related context, many of the respondents observed
that a great strength of computationalmodels (as compared
with verbal-conceptual or statistical models) is that you can

“play” with them: By studying how different parameter set-
tings affect the model’s behavior, you enhance your insight
in the process, that is, you get deeper understanding of the
cognitive phenomenon (2, 3, 4, 5, 6, 11, 12, 13, 14).
Summarizing, respondents generally found it important

that a model can be interpreted in a meaningful way, but
only some explicitly mentioned psychological interpret-
ability here. Many respondents valued the insight gener-
ated through playing with amodel, which is closely related
to functional analysis.

Causal Detail in the Interviews

The virtue of causal detail (negatively put, amodel’s lack of
black boxes) was discussed under different names in the
interviews, most notably including “explanatory complete-
ness,” “complexity,” and “mechanistic explanation.” As
mentioned earlier, causal detail in cognitive neuroscience
is likely to be realized in abstracted biological terms.
In the context of causal detail, one respondent saw com-

ing up with more precise and more powerful descriptions
of brain function as cognitive neuroscience’s goal (10).
Similarly, another respondent said that in 50 years or so,
we will have very precise descriptions of how the mind
works (11). Interestingly, this same respondent also highly
valued simple models and stated that the degree of com-
plexity should depend on the questions you want to
answer.
One respondent valued complexity in models as the

world and the phenomena under study might require it
(10). However, they also said that we understand complex-
ity by abstraction and simplification, leaving it unclear
whether more detailed models are desirable or not. Some
respondents observed that complexity is a flexible con-
cept. One aspect is the state of technology: More advanced
computers can handle more complex models (9, 15).
Another aspect is familiarity: Themore you play with a com-
plex model, the better you come to understand it (12).
A number of respondents expressed a dislike for com-

plexity (3, 4, 5, 6, 13, 14). The leading sentiment here was
that the purpose of modeling is to reduce the “dimension-
ality” of the phenomena under study; models that are too
complex to understand simply defeat their purpose, even
if we have computers to handle them (6).
A number of respondents tended toward a neutral posi-

tion on complexity: How much complexity is required, or
can be tolerated, depends on the goal of themodel and on
the balance with other virtues (1, 9, 7, 11, 12, 15).
Thirteen out of 15 respondents expressed their liking

for mechanistic explanations (1, 2, 3, 4, 5, 8, 9, 10, 11,
12, 13, 14, 15). This relates both to causal detail and bio-
logical plausibility: According to many of the respondents,
causal explanations of behavior are ultimately to be found
at the level of biology.
In summary, there is no convergence of opinion regard-

ing causal detail. Regarding the complexity that comes
with causal detail, some respondents are opposed to it,
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whereas others are open to it. Respondents agree that the
required level of detail depends on themodeler’s research
question. Regarding mechanistic explanation, respon-
dents were almost unanimously in favor of it.
The mixed response suggests that researchers want

mechanistic explanations to break a phenomenon down
into its underlying processes, but without going into
details. Researchers do not like black boxes, but to get
rid of these, it is enough to sketch the outlines of a mech-
anism in terms of abstract, simplified biological principles.
How the balance between understanding and causal detail
should be struck will depend on the goal that the model is
intended to serve.

Biological Plausibility in the Interviews

Eleven out of 15 respondents value biological plausibility
(respondents 1, 2, 4, 5, 7, 8, 9, 11, 12, 14, and 15), with five
of these stating it is a necessary condition for any model
(4, 5, 8, 11, and 14). Those valuing it often add that models
should be “abstractly consistent” with biology: Models are
not required to take in biophysical details, but they
certainly should not violate these. One respondent
explained that this is important for constraining the range
of parameter values in computational modeling (1).
Two respondents stated that biological plausibility is not

required of a model; a cognitive-level, functional account
can be perfectly satisfactory (3, 13). Six respondents, in
contrast, stated that biological plausibility is essential for
mechanistic explanation, which they said is the only true
form of explanation (1, 5, 8, 11, 12, 14).
Some respondents observed that biological plausibility

is context dependent and often serves as a stick to beat
others with (2, 5, 8, 9, 15). What you take to be the relevant
level of biological detail depends on the phenomenon
you are interested in; researchers interested in different
aspects of the phenomenon may criticize you either for
including or for excluding biological detail.
Summarizing, biological plausibility appears to be a

highly valued virtue among the respondents, but mainly
in the sense that models should be consistent with our
knowledge of how the brain works. This tallies with the
discussion of causal detail: To unpack black boxes in a
computational model, it suffices to know whether the
required mechanisms could be neurally implemented in
principle.

DISCUSSION

To stimulate discussion on models’ qualities, and thereby
to enhance effective comparisons and valuation ofmodels,
we presented six key virtues in computational modeling:
empirical accuracy, empirical scope, functional analysis,
causal detail, biological plausibility, and psychological
plausibility. After defining the virtues, we illustrated their
use in Stroop modeling, where virtues are typically
mentioned to provide ad hoc support for favoring one

particular model over another. There is no systematic
reflection on why one particular virtue of a model is taken
into consideration rather than another, which virtues
computational models should have across the board, or
which trade-offs between virtues are to be expected.

We then presented the results of interviews with 15
experts in computational modeling, revealing that mod-
elers give much more thought to the value and interre-
lations of virtues than is reflected in the literature. They are
aware that the value of each virtue depends on the partic-
ular research question a model is intended to address, as
well as on its relations to other virtues: Optimizing for one
virtue is likely to diminish another. We briefly review some
examples here.

One example of trade-off considerations is the status of
empirical accuracy. Although prominent in published
work, we found that empirical accuracy does not get
highest priority. Researchers value a good match with
the data, but certainly not at all costs. Empirical scope
and interpretability often take precedence over empirical
accuracy. Moreover, researchers are aware that there is a
big gap between fitting the data and explaining them (cf.
Chirimuuta, 2021; Thompson, 2021; Bennett, Silverstein,
& Niv, 2019).

A desire to optimize for causal detail often sparks addi-
tions to unpack the black boxes in existing models,
thereby also making them more complex and less easy
to understand. The researchers we interviewed were of
mixed opinion here, some valuing understanding above
complexity, others embracing complexity or arguing that
it is a relative concept. Which of these virtues should
prevail depends on the research question the model is
intended to answer (e.g., Francken, Slors, & Craver,
2022; Potochnik, 2015).

Biological plausibility (closely related to causal detail in
cognitive neuroscience) was highly valued by our respon-
dents, but mainly in the sense that models should be con-
sistent with what we currently know about the brain. Some
respondents observed that biological plausibility is a rela-
tive concept and that the level of biological detail you want
yourmodel to capture depends on the questions you want
to answer (for discussion, also see Love, 2021).

As pointed out above, it was surprising to find that none
of the respondents mentioned the trade-off between
empirical scope, functional analysis, and causal detail.
Another trade-off that was not mentioned in the inter-
views, but that is now attracting attention in the literature,
is that between generalizability and interpretability. In the
context of reinforcement learning models, for example,
this is discussed by Eckstein and colleagues (2022), and in
more general terms by Hasson, Nastase, and Goldstein
(2020) and Francken and colleagues (2022).

A final takeaway is that the choice in which virtue(s) to
select for depends on the goal of the modeler. This reso-
nates with some of the current literature (e.g., Baribault &
Collins, 2023; Kording, Blohm, Schrater, & Kay, 2020;
Bennett et al., 2019; Wilson & Collins, 2019).
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Conclusion

The reasons for making specific modeling choices remain
mostly implicit in the literature, creating a situation in
which different research traditions seem to be locked into
their own preference bubbles. To see if this situation can
be improved, we queried established experts about their
ideas on model virtues, that is, the qualities of computa-
tional models that are particularly valued. We found that
the considerations that go into modeling choices are actu-
ally much richer than is typically acknowledged in the
literature. We presented reflections on six key virtues to
illustrate the importance of a more systematic discussion
of their interrelations to facilitate communication across
research traditions. Although our focus here was on the
field of cognitive control, we hope that our findings will
spark discussion of virtues in other fields as well. We rec-
ommend that researchers make the reasons for their
modeling choices more explicit in published work.

APPENDIX A: DESIGN OF
SEMISTRUCTURED INTERVIEWS

Methods

Candidates for the interviews were selected according to a
number of criteria:

– has published multiple widely cited computational
modeling articles as first or last author, in the field
of, or related to, cognitive control;

– not from the same research group;
– as much as possible represent different universities,

countries, continents, modeling traditions, and genders.

The interviews were exploratory, serving as a reference
for the virtues we came across in the literature. They
helped us to see whether we overlooked something, and
how important the identified virtues were to a selection
of modelers. As such, and given that this is a qualitative
and not quantitative study, the sample size was modest.
Twenty-two candidates were invited (six female partici-
pants, 27%), resulting in 14 interviews with 15 respon-
dents (two female participants, 13%). There was one
interview with two respondents simultaneously; the
others were one-on-one.

Procedure

All respondents were given information on the goal of the
interview, the recording and storage of data, as well as a list
of possible topics. Each gave written consent to participate
and to have the interview recorded. Each respondent was
given the choice to have their participation be fully anon-
ymous, or to have their contribution acknowledged in spe-
cial cases, for example, when a direct quote was in order.

All interviews were held online via Zoom between April
2021 and October 2021. The interviews took 63 min, on
average, with the shortest interview taking 39 min, and

the longest 100 min. The interviews were semistructured
and were conducted by the first author of this article. A list
of predetermined questions formed the basis for each
interview, along with an opening and closing statement.
The resulting guideline for the interviews can be found
above. On the basis of the respondent’s input, the order
of the questions sometimes varied, sometimes questions
were skipped, and some were followed up with nonlisted
questions to get more in-depth information. Virtues were
not primed, but there were questions designed to make
them emerge.

Interview Guideline

1. Opening statement.

– Hi, welcome, thank you for your interest in this
interview, and thank you for making time in your
schedule!

– I am researching considerations in computational
models of cognitive control processes. I am investigat-
ing the literature, but knew that that by itself would
not give me the full picture. You are among the
experts with whom I will be discussing views on what
is important in computational models of cognitive
processes, both in terms of qualities of the model,
as goals it ought to achieve.

– It is important to know that there really are no right or
wrong answers. I am interested in what you think,
experience, and do. I am interested in the reasons
you have for thinking and doing so. I have no precon-
ceived notion of the way it ought to be.

– I might interrupt you now and then, to ensure that we
focus on the goal of the interview.

– Your answers are incredibly valuable to my research,
but at any point you can decide to not answer a ques-
tion, or to discontinue the interview, without any con-
sequences for you.

– The interview will be recorded, for sake of accurately
keeping track of information. You might spot me
taking some notes to structure the interview along
the way.

– For those who indicate they want to be credited: You
indicated that you wish to be credited in case you men-
tion considerations that are not naturally merged with
the others. To clarify this a little more: This does not
mean that necessarily, you will be personally men-
tioned in a publication following from the interviews.
I will do my best to make a coherent, integrated story
out of the interviews. Still, it could be that we discuss
something here today that is relevant to the story but
that nobody else has brought up, or that I would like to
quote something you said. In that case, you will be
credited.

– Know that the content of this interview will be treated
strictly confidentially, and that all files will be securely
stored. Shall we start? [RECORDING STARTS]
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2. Topics to discuss & questions.

2.1 Demographic information.

– Educational background

– What university degree or degrees do you have?

– Occupational background

– In what field would you say are you employed?
– Have you been employed in other fields? (which?)

– How long have you been involved in computational
modeling?

– Can you briefly describe what your research is about?
– Can you describe what it is you do in doing research?

What is your (current) role in an experiment/paper/
research project? E.g., conceptual, modeling, overseeing?

– Can you walk me through your process of construct-
ing an experiment for a certain hypothesis? Perhaps in
form of a timeline:

– When do you look into the literature (if at all)?
– When do you come up with the design for the

experiment?
– When do you think about the computational model?

2.2 Virtues as seen by respondent.

– What (types of ) models do you like to use?

– Is there a reason you chose these / prefer these?
– Based on literature? Education?

– Can you describe the process that leads to a final com-
putational model [for a given dataset]?

– How do you select a certain type of model?
– Do you modify it along the way (and how? And

why?)
– How do you decide which parameters to tweak?

– When you are designing or applying a computational
model, what do you make sure it has?

– In your opinion, what are necessary qualities in a com-
putational model? [both practical and theoretical]

– In your opinion, what qualities are desirable in a com-
putational model? [both practical and theoretical]

– Are there qualities you think should be implemented
more but are, in practice, hard to implement?

– What do you think are the obstacles?

– What makes a model stand out among others?
– What do we come to understand by computational

models?

– What is it that we gain understanding of?

2.3 Views on goals (in science, of models).

– What do you consider to be the goals of computa-
tional cognitive neuroscience?

– What is the main goal?
– What are the subgoals / day-to-day-goals

– In your opinion, what is a computational model sup-
posed to do?

– How should a computational model attain that goal?

– What is explanation to you?
– Can you reflect on the value of a model or theory is

strictly predictive?

– Does it have a role in attaining your goals?

– Can you reflect on the value of a model or theory that
is strictly descriptive?

– Does it have a role in attaining your goals?

– In your opinion, how important is it for a model or
theory to provide an explanation? And what kind of
explanation?

2.4 Philosophy of science.

– What is the relation between model and theory?
– Should modelers aim to converge to one model, or

can various models continue to co-exist?
– Can you reflect on the relationship between a compu-

tational model, behavioral data, and neural findings?

– Does the model provide the mapping between
behavioral and neural data?

– What is the relationship between a model and the real
world?

– Are models tools for understanding, but not to be
interpreted realistically, are they actual representa-
tions or instantiations of cognitive or neural
processes?

2.5 Cool down question.

– What work inspires you in computational modeling?

3. Conclusion.

– Do you have any interview-related questions for me?
– Thanking the respondent for their time and energy

Sample Characteristics

The respondents had between 10 and 40 years of experi-
ence in computational modeling, with a mean of 24.7
years. Out of the 15 respondents, twowere female. Models
and architectures used by the respondents were: ACT-R,
connectionist or (deep) neural network models, evidence
accumulationmodels, reinforcement learningmodels, sta-
tistical machine learning models, (hierarchical) Bayesian
models, dynamical causal models, symbol processing
models, and production system models.

The respondents had varying educational backgrounds:
biology, biomedicine, cognitive neuroscience, cognitive
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psychology, cognitive science, computational neuroscience,
computer science, electrical engineering, mathematical psy-
chology, mathematics, medicine, neuroscience, philosophy,
physics, and psychology. Some studied two or more
disciplines.

Self-described current fields also varied (some identi-
fied with multiple): artificial intelligence, cognitive
neuroscience, cognitive psychology, cognitive science,
computational cognitive neuroscience, computational
cognitive psychology, computational neuroscience,
computer science, decision neuroscience, neuroscience,
and psychology.

Data Processing

Initial transcription was done by speech-to-text algorithm
(AMBERscript). The transcriptions were edited to correct for
mistakes. Before the interviews, a list of possible virtues was
created based on empirical and philosophical literature, and
a definition was established for each. With this as a lens, the
transcripts were then labeled using ATLAS.ti. For virtues that
cameup thatwerenoton the list, a definitionwas added to the
list. After this, the data were integrated in a topic-based man-
ner. Because of possible identifiability of respondents based
on the transcripts, the data will not bemade publicly available.

Appendix B. Overview of virtues discussed in the interviews.

APPENDIX B: OVERVIEW OF VIRTUES DISCUSSED IN THE INTERVIEWS
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Diversity in Citation Practices

Retrospective analysis of the citations in every article pub-
lished in this journal from 2010 to 2021 reveals a persistent
pattern of gender imbalance: Although the proportions of
authorship teams (categorized by estimated gender iden-
tification of first author/last author) publishing in the Jour-
nal of Cognitive Neuroscience (JoCN) during this period
were M(an)/M = .407, W(oman)/M = .32, M/W = .115,
and W/W = .159, the comparable proportions for the arti-
cles that these authorship teams cited were M/M = .549,
W/M = .257, M/W = .109, and W/W = .085 (Postle and
Fulvio, JoCN, 34:1, pp. 1–3). Consequently, JoCN encour-
ages all authors to consider gender balance explicitly when
selecting which articles to cite and gives them the oppor-
tunity to report their article’s gender citation balance. The
authors of this article report its proportions of citations by
gender category to be: M/M = .606; W/M = .061; M/W =
.091; W/W = .242.
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